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Application of short-term forecasts in water management and planning.

Motivation

3

 A popular application of water demand forecasting is the optimized control of water storage capacities 
to

 reduce energy costs and

 increase security of supply.

 In this context an appropriate forecasting model should provide:  

How can a complete forecasting representation be used to control water storages more efficiently?

A fast computation

A simple interpretation

A complete representation… …,which considers beside the mean… …also the inherent uncertainty.
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Planning and management of water storage capacities

To optimally control water storages, decision makers are interested in the probability with which a water storage 
capacity can guarantee the supply over a specific period of time.

Motivation

For storage optimization problems the cumulated demand is the quantity of interest, so that beside the mean and 
marginal properties the correlation structure within the forecasting horizon must be simulated!

Given a capacity of 290,000 m³ and a period
of 24 h; the security of supply can be
guaranteed with a probability of 0.965.

Cumulated demand (12h)

Cumulated demand (24h)

Given a capacity of 150,000 m³ and a period
of 12 h; the security of supply can be
guaranteed with a probability of 0.987.
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Univariate time series of hourly water demand data in m³/h

Data and Stylized Facts

6

(2) Stylized facts:

 Daily cycle with varying mean and variance

 Weekly cycle with varying weekdays

 Yearly cycle with holiday and meteorological 
effects

 Stochastic nature and variability

(1) Data description and preprocessing

 Six years of hourly data:

 4 years for training

 2 years for validation

 Data is cleansed:

 Clock change adjustment

 NA and measurement error correction 
(0.1%)
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Application of high-dimensional linear time series model

Forecasting Model and Estimation Method

8

𝒀𝒕 = µ(𝒕) + 𝜱 𝒀𝒕−𝒌 +𝜳 𝒕, 𝒀𝒕−𝒌 + 𝜺(𝒕)

To obtain a parsimonious and fast computable forecasting model the huge feature space must be efficiently tuned!

To capture the rather complex non-stationary structure of the water demand (𝒀𝒕) process, non-linear models with 
a low-dimensional feature space are preferred in literature.

However, we choose a rather different approach and introduce a linear time series model with a high-dimensional feature space:

Deterministic component: e.g. periodicities as daily, weekly cycle, holidays and meteorological effects. 

Autoregressive component: Lags of most recent history; e.g. Lag 1,2,24,25… 

Time-varying autoregressive comp.: Interaction term between autoregressive 
and deterministic component. 

Time-varying zero mean noise process: To model stochastic nature. 
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…less important 

features lose on 

influence.

…irrelevant 

features are fully 

excluded.

Estimation method in a linear framework

Forecasting Model and Estimation Method

9

As estimation method, the least absolute shrinkage and selection operator (lasso) is applied with the Bayesian 
Information Criterion (BIC) as selection criterion :

Accordingly to the lasso algorithm, which features are considered as most influential?

෡෩𝜷λ
𝑙𝑎𝑠𝑠𝑜=min

𝜷
|| ෩𝒀− 𝜷𝐓 ෩𝑿 ||𝟐

𝟐 + λ||β ||1,

Where:
෩𝒀: scaled water demand vector
෩𝑿: scaled predictor matrix
෡෩𝜷: scaled estimated lasso coefficients
λ : tuning parameter

1. 2.

…it is fast 

computable.

3.

…it is simple 

interpretable.

4.
The lasso 

estimator stands 
out as…
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Variable importance of conditional mean estimation 

Forecasting Model and Estimation Method

10

Variable importance underlines the necessity for applying a huge feature space!

Conditional mean estimation

 For the conditional mean estimation 147 out of 
856 features are considered as relevant.

 Most influential features are:

 Lag 1,2, 24, 25, 168,169…

 Interaction between lag 24 and hour 7 of the day

 Hour 127 and 129 of the week

 Hour 7 of fixed date holidays (cum.)

 It is striking, that each component includes 
influential features.
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Modelling the prediction uncertainty with a focal point on the cross-correlation structure

Forecasting framework – Modelling of Uncertainty

To model the prediction uncertainty the presented forecasting model is recursively solved in a Monte Carlo 
Simulation Study with sample size of M = 1,000. 

Independent Model Simulation

Crucial is the appropriate simulation of path-dependencies beside marginal properties to quantify the inherent uncertainty of the 
water demand process!

Standard Model Simulation

Observations

Model 

Simulation

Observations

Model 

Simulation

Mean and marginal properties are 

identical!
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The importance of modelling the path-dependency correctly for water storage optimization

Forecasting framework – Modelling of Uncertainty

Crucial is the appropriate simulation of path-dependencies beside marginal properties to quantify the inherent uncertainty of the 
water demand process!

09/10/20

Given a capacity of 290,000 m³ and a 
period of 24 h; the security of supply 

can be guaranteed with a probability of:

True Standard Manipulated

0.9066 0.9065 0.9999
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How to evaluate probabilistic forecasts?

Evaluation

15

By now water demand forecasting was focused on point forecasting so that in literature mainly point 
forecasting evaluation measures as the MAE and RMSE are used! 

Hence, the energy score is the determining performance measure (out of sample!) in the following performance 
evaluation!

As we are staying in a probabilistic multi-step-ahead forecasting framework those measures are not 
sufficient anymore. Hence, the energy score is introduced as an appropriate evaluation measure:

It allows to discriminate errors in mean, 
variance and correlation

It is applicable to distribution forecasts 
and the implementation is straight 

forward

It is a “strictly proper” scoring rule, so 
that only the perfect forecast minimizes 

the criterion

It generalizes the well-known CRPS for 
multivariate forecasts H > 1
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Forecasting Performance Evaluation

17

Out-of-sample data

Proposed 
forecasting 

model

As shown the proposed ARXARCHXlasso dominates all benchmark models significantly.

Models from 
literature

Proposed 
forecasting 
model with 
manipulated 
correlation 
structure

Energy Score 
as determining 

measure

Considered as 
benchmark for 

“Imp. (%)”-
computation

09/10/20



Motivation 1

Data and Stylized Facts 2

Forecasting Model and Estimation Method 3

Forecasting Framework – Modelling of Uncertainty 4

Evaluation 5

Results 6

Conclusion 7

Agenda

09/10/20



Conclusion and Further Steps

19

 The proposed ARX-ARCHXlasso model convinces with a high forecasting performance and…

 is fast computable

 is easy interpretable and 

 provides a complete representation of the water demand process 

 The need for a complete representation, which considers not only the mean but also the marginal properties and 
the correlation structure could be highlighted.

 Remember that the quantity of interest in storage optimization the cumulated water demand can only be computed based on a 
probabilistic forecast, which considers beside marginal properties also the path-dependencies within the forecasting horizon!

 It could be shown that linear models with a high-dimensional feature space dominate non-linear models with a 
low-dimensional feature space.

 Here, it is worth noting, that the amount of Information provided to the model and the ability to efficiently handle this information is the decisive 
factor.  
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Thank you for your attention!

Jens Kley-Holsteg

E-mail: jens.kley-holsteg@stud.uni-due.de

Authors:  Florian Ziel and Jens Kley-Holsteg
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Variable importance of conditional variance estimation 

Forecasting Model and Estimation Method

09/10/20 25

For the conditional mean as well as conditional variance estimation the lasso estimator allows to reduce efficiently 
the feature space!

Conditional variance estimation

 For the conditional variance estimation 61 out of 
612 features are considered as relevant.

 Most influential features are:

 Lag 1,3, 24, 48,…

 Hour 8 of the day

 Hour 7 of the week

 Hour 7 of a fixed date holiday
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To provide a complete forecast, the inherent uncertainty of the water demand process must be modelled

Forecasting framework – Modelling of Uncertainty

Hence, we are concerned to issue only the prediction uncertainty. But how can the prediction uncertainty be modelled so that 
beside marginal properties also the correlation structure within the forecasting horizon is considered?

As already noted, the water demand process is stochastic in nature, so that the forecasting model must be 
able to quantify and issue the true variability - called predication uncertainty. 

In a multi-step-ahead forecasting framework increases the 
complexity significantly as not only the marginal properties but also 
the path-dependency within the forecasting horizon are of interest.

The emulation uncertainty arising and cascading within the data 
collection and modelling procedure is not the quantity of interest and 

must be quantified but marginalized, so that the probabilistic forecaster 
issues only the natural variability! 

Measurement/ data uncertainty

Parameter uncertainty

Model structure uncertainty

e.g.
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Forecasting Performance Evaluation
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In-sample data

Proposed 
forecasting 

model

As shown the proposed ARXARCHXlasso is a parsimonious and simple interpretable model compared to 
existing ML-Alg.. Moreover it stands out with a high in-sample forecasting accuracy.

Caused by 
overfitting

In-sample only point forecasting measures are 

applicable

Compared to typical ML-Alg. is the number of 

parameters of the proposed model rather low

Models 
from 

literature

Considered 
as 

benchmark 
for “Imp. 

(%)”-
computation
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Evaluation

09/10/20

Hence, a measures is required, which penalizes simultaneously errors in the mean, the marginal properties and 
the correlation structure! 

As we are in a probabilistic multi-step-ahead forecasting framework, existing point forecasting measures 
as the MAE and RMSE are not sufficient anymore!

 In terms of storage optimization, forecast (b) is 
considered as moderate.

 However, in terms of the MAE forecast (b) achieves with 
forecast (c) the worst score.

The MAE is not able to assess multiple time steps at 
once!

Example: Shortcoming of MAE 
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Energy Score

Forecasting Performance Evaluation
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Scoring rules provide an aggregated measure by assigning a numerical score based on the issued 
distribution 𝐹 and the events 𝑦 that materialize.

 What makes the energy score so appealing as evaluation criteria?

• It is a “strictly proper” scoring rule, so that only the perfect forecast minimizes the criterion

• It allows to discriminate errors in mean, variance and correlation

• It generalizes the well-known CRPS for multivariate forecasts H > 1

• It is applicable to distribution forecasts and the implementation is straight forward

 Energy Score:

𝐸𝑆𝛽 𝑭𝑿, 𝒚 = 𝔼 ||𝑿 − 𝒚||2
𝛽

−
1

2
𝔼 ||𝑿 − ෩𝑿||2

𝛽
, whereby,  β = 1; 𝑿, ෩𝑿~𝑭𝑿


